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Modification of the random search method 
 

The paper considers linear programming problems with Boolean variables. This is a part of mathematical 

programming focused on solving practical optimization problems, which could be solved and correctly 

described with a mathematical model of the problem of linear programming with Boolean variables. 

The discussed methods for exact and approximate solutions are constructed taking into account the 

features of these problems. The main focus of the article is the method of the random search. The main 

idea of this method is formulated and steps of the iterative process are described. 

Proposed modification of this method removes the conditions of non-negativity imposed on all 

coefficients of the problem. This modification makes it possible to apply the method for solving of a much 

larger number of linear programming problems with Boolean variables. 

Keywords: optimization problem; linear programming; Boolean variables; objective function; 
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A large amount of tasks that arise in various areas of human activity are optimization problems. Quite often 

their mathematical model is the integer or partial integer linear programming problem. A special case of such 

problems is the linear programming problem with Boolean variables. One of the examples is the problem of placing 

the sources of the physical field in fixed places in some area, in which the specified field characteristics in this area 

would reach the required values. One of the tasks for this example is to place heat sources of different intensity on the 

fixed places of the area so that the temperature at some specified point of  this area would  be minimal. Another example 

is the task of appointing contractors to jobs so that the total cost of these appointments is the lowest. In this case, the 

number of contractors coincides with the number of jobs, the cost of appointing each contractor to any job is known, 

jobs and contractors are in a mutually unambiguous ratio. Linear integer programming methods can be used to solve 

linear programming problems with Boolean variables. But usually the methods built taking into account the 

features of these tasks are more effective. The following methods are an example of such: 

- The additive algorithm [1], which belongs to the group of methods of branches and boundaries (solving 

linear programming problems with Boolean variables) 

- The «P-algorithm» method [2] (solving minimax linear programming problems with Boolean variables) 

- Implementation of the general scheme of the decay vector for solving linear programming problems with 

Boolean variables [3] 

- The random search method [4] (solving linear programming problems with Boolean variables) 

Formulation of the problem 

𝑓(𝑥) =  ∑ 𝑐𝑗𝑥𝑗
𝑛
𝑗=1 → max;   (1) 

∑ 𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1 ≤ 𝑏𝑖 , 𝑖 = 1, … ,𝑚;   (2) 

𝑥𝑗 = {
0
1
, 𝑗 = 1, 2, … , 𝑛.   (3) 

All coefficients are assumed to be non-negative. 

The main idea of the random search method 

The main idea is to replace the solution of the optimization problem (1)–(3) with an iterative process of solving 

a sequence of systems of linear inequalities 

{
∑ 𝑐𝑗𝑥𝑗
𝑛
𝑗=1 ≥ 𝑏0,

∑ 𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1 ≤ 𝑏𝑖 , 𝑖 = 1,2, … ,𝑚;

  (4) 

𝑥𝑗 = {
0
1
, 𝑗 = 1,2, … , 𝑛,  

where the starting 𝑏0 is chosen based on some considerations. 

Each subsequent system (4) is obtained from the previous one by increasing the parameter 𝑏0. The process 

stops when for a given number of iterations the solution of system (4) could not be obtained. 

Iterative solution process 

The starting point 𝑥0(𝑥1
0, … , 𝑥𝑛

0) is chosen arbitrarily. At each step k, the corresponding point 

𝑥𝑘(𝑥1
𝑘, 𝑥2

𝑘 , … , 𝑥𝑛
𝑘), k = 0, 1,.. s obtained and the following expressions are calculated: 

∆0 = max {
𝑏0−∑ 𝑐𝑗𝑥𝑗

𝑘𝑛
𝑗=1

𝑏0
, 0};   (5) 

∆𝑖  = max {
∑ 𝑎𝑖𝑗𝑥𝑗

𝑘𝑛
𝑗=1 − 𝑏𝑖

𝑏𝑖
, 0} , 𝑖 = 1, 2, … ,𝑚. (6) 
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If all ∆0 = 0(𝑖 = 0, 1, … ,𝑚), when the process stops because the solution of system (4) is found. Then 𝑏0 is 

increased and the new system thus obtained is solved. 

If at least one ∆0, 𝑖 ∈ {0, 1, … ,𝑚} is not equal to zero, then coordinates of the point 𝑥𝑘 change and the point 

𝑥𝑘+1 is obtained randomly with the probability 

𝑝 = min {𝑟, max
𝑖∈[0: 𝑚]

∆𝑖} , 𝑟 ∈ (0; 1).  (7) 

This paper proposes a modification of the Random Search Method, which, from the point of view of the 

authors, will significantly expand the scope of the method and slightly increase the efficiency of its work. The 

basic idea of the random search method remains. But the conditions of non-negative coefficients in (1)– (3) change, 

as they significantly narrow the scope of this method. Therefore, the following changes are taking place: 

1. Due to the fact that the requirement of non-negativity of the coefficients of the objective function is 

fundamental to the functioning of the method, the presence negative values among the variables (𝑐𝑟 < 0, 𝑟 ∈
{1, 2, … , 𝑛}) are being replaced with �́�𝑟 = 1 − 𝑥𝑟 . Then the objective function takes the form of the sum of the 

products of non-negative coefficients for the corresponding variables and the negative constant (the constant is not 

involved in the further solution process). 

2. An iterative process of solving the system of inequalities. The starting point 𝑥0(𝑥1
0, … , 𝑥𝑛

0) is chosen 

arbitrarily. At each iteration of k the point 𝑥𝑘(𝑥1
𝑘, 𝑥2

𝑘, … , 𝑥𝑛
𝑘), k = 0,1,.. is obtained and the values are calculated 

(let’s call them estimates) 

∆0= 𝑏0 − ∑ 𝑐𝑗𝑥𝑗
𝑘𝑛

𝑗=1 ;  (8) 

∆𝑖= ∑ 𝑎𝑖𝑗𝑥𝑗
𝑘𝑛

𝑗=1 − 𝑏𝑖 , 𝑖 = 1, 2, … ,𝑚.  (9) 

If there are no positive estimates, the process is stopped because a system solution is found (4). Then 𝑏0 is 

increased and the new system thus obtained is solved (4). 

If at least one estimate ∆𝑖
𝑘, 𝑖 ∈ {0,1, … ,𝑚}, is greater than zero, then we randomly select the coordinate of the 

point 𝑥𝑘 which is to be changed and a new point 𝑥𝑘+1 is obtained, and the next k + 1 iteration is performed. 

Note. You can randomly select multiple coordinates of a point 𝑥𝑘 to be changed. The absence of conditions 

for the non-negativity of the coefficients in problem (1)–(3) makes it impossible to use formulas (5)–(6) to find 

estimates. But formulas (8)–(9) for finding estimates are much simpler than (5)–(6). In addition, the absence of 

these conditions of non-negativity makes it impossible to change the coordinates of the point by the algorithm [4], 

because formula (7) then does not make sense 

Let the initial problem have the form 

𝑓(�́�) = ∑ 𝑐𝑗𝑥�́�
𝑛
𝑗=1 → 𝑒𝑥𝑠𝑡𝑟,  (10) 

{
∑ 𝑎𝑖𝑗 �́�𝑗
𝑛
𝑗=1 ≤ 𝑏𝑖 , 𝑖 = 1, 2, … , 𝑙,

∑ 𝑎𝑖𝑗 �́�𝑗
𝑛
𝑗=1 ≥ 𝑏𝑖 , 𝑖 = 𝑙 + 1,… ,𝑚,

  (11) 

𝑥𝑗 = {
0
1
, 𝑗 = 1,2, … , 𝑛   (12) 

As mentioned, it can be solved by a modified random search method. 

Algorithm of the modified method of random search 

1. Problem (10)–(12) is reduced to a form convenient for the application of this modified method, i.e. to the 

form (1)–(3) with non-negative coefficients of the objective function. To do this, follow these steps. 

- If the objective function of the original problem is minimized, then it is multiplied by -1 and takes the 

form (1). 

- If there are negative values among the coefficients of the objective function (1) then the variables are 

replaced in the problem 

�́�𝑗 = {
1 − 𝑥𝑗  𝑖𝑓 𝑗 ∈ 𝐽

−

𝑥𝑗 , 𝑖𝑓 𝑗 ∈ 𝐽\𝐽
− , 

where 𝐽 = {1, 2, … , 𝑛}, 𝐽− = {𝑗 ∈ 𝐽: 𝑐𝑗 < 0}. 

Then the objective function takes the form 

𝑓(𝑥) =∑𝑐𝑗𝑥𝑗 + 𝑐

𝑛

𝑗=1

, де 𝑐 = ∑ 𝑐𝑗
𝑗∈𝐽−

. 

The constant c is discarded. The function turns out 

𝑓(𝑥) =∑𝑐𝑗𝑥𝑗

𝑛

𝑗=1

→ max. 

2. If the constraints include inequalities of type «≥», then both parts of each of them are multiplied by -1 

and the system takes the form (2). Thus the problem has the form (1)–(3). Assigned: 𝑓̅(�̅�) = −∞, where �̅� – 

candidate for the optimal solution. The selected stop criterion is the number of failed iterations in the cycle to find 

�̅� is equal to the limit value N (k = N); or the time T allocated to the solution of the problem is exhausted (t = T). 

3. A system of inequalities is constructed and reduced to a special form 
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{
 
 

 
 ∑𝑐𝑗𝑥𝑗

𝑛

𝑗=1

≥ 𝑏0

∑𝑎𝑖𝑗𝑥𝑗

𝑛

𝑗=1

≤ 𝑏𝑖 , 𝑖 = 1, 2, … ,𝑚

⇔

{
 
 

 
 𝑏0 −∑𝑐𝑗𝑥𝑗

𝑛

𝑗=1

≤ 0

∑𝑎𝑖𝑗𝑥𝑗

𝑛

𝑗=1

− 𝑏𝑖 ≤ 0, 𝑖 = 1, 2, … ,𝑚.

 

The formulas of the corresponding estimations are written down 

∆0= 𝑏0 −∑𝑐𝑗𝑥𝑗

𝑛

𝑗=1

; 

∆𝑖= ∑ 𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1 − 𝑏𝑖 , 𝑖 = 1, 2, … ,𝑚. 

4. Determine the initial value of 𝑏0(𝑏0 = min
𝑗∈[1:𝑛]

𝑐𝑗) 

5. The system of inequalities constructed in p.2 is solved. 

1) The point 𝑥0 is chosen arbitrarily 

2) For the point 𝑥𝑘 , 𝑘 = 0, 1, … estimates are calculated 

∆0
𝑘= 𝑏0 −∑𝑐𝑗𝑥𝑗

𝑘

𝑛

𝑗=1

; 

∆𝑖
𝑘=∑𝑎𝑖𝑗𝑥𝑗

𝑘

𝑛

𝑗=1

− 𝑏𝑖 , 𝑖 = 1, 2, … ,𝑚. 

If a positive estimation is obtained, proceed to p. 4.4., otherwise, the next point is fulfilled. 

3) The obtained point 𝑥𝑘 is the solution of the corresponding system of inequalities. Proceed to p. 5. 

4) The fulfillment of the stop criterion is checked. If it’s done – proceed to p. 7. Otherwise - the next step. 

5) Randomly select the coordinate number of the point 𝑥𝑘 that will be changed. A new point 𝑥𝑘+1 is 

obtained, k is assigned the value k + 1 and proceed to p. 4.2. 

6. �̅� = 𝑥𝑘 , 𝑓(̅�̅�) = 𝑓(̅𝑥𝑘) (candidate for the optimal solution). 

7. 𝑏0 = 𝑓(̅�̅�) + 𝛾, де 𝛾 =
1

2
min {1, min

𝑖∈[1:𝑛]
𝑐𝑖}, proceed to p. 4. 

8. The process stops. The optimal solution for a given number of iterations is obtained (given the time 

allotted for solving the problem. If 𝑓̅(�̅�) = −∞, then the set of admissible solutions is empty. Otherwise, the 

specified solution of the problem of the form (1)–(3) has the form 𝑥∗ = �̅�, 𝑓̅(𝑥∗) = 𝑓(̅�̅�). There is a corresponding 

solution of the original problem 

𝑓(�́�∗) = {
𝑓(̅𝑥∗) − 𝑐, 𝑖𝑓 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑝𝑟𝑜𝑏𝑙𝑒𝑚 𝑓(�́�) → max

−(𝑓̅(𝑥∗) − 𝑐), 𝑖𝑓 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑝𝑟𝑜𝑏𝑙𝑒𝑚 𝑓(�́�) → min
, 

and �́�∗. 
Conclusions. The problem of mathematical programming which is a problem of linear programming with 

Boolean variables is considered. Examples of relevant practical problems and methods of their solution are given. 

The usage of the method of a random search for solving these problems is considered separately. A modification of 

this method is built. This modification significantly expanded its scope and simplified the corresponding iterative 

process of solving the system of inequalities. The algorithm of the modified method of random search is given.  
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